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3. Paramete lifferent algorithms or
different FPGAs are spe s constants in a VHDL package



1\\5 1 - PREREQUISITES

O

# Set up python Already installed:
Included here for completeness
sudo yum install python3-pip python3-devel

pip3 install —--user pilipenv

# Install the IPBB tool

curl -L https://github.com/ipbus/ipbb/archive/v0.5.2.tar.gz | tar xvz

source 1ipbb-0.5.2/env.sh
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1\\5 1 - PREREQUISITES

ipbb init my-firmware Already installed:

Included here for completeness
cd my-firmware

ipbb add git https://:@gitlab.cern.ch:8443/p2-xware/firmware/emp-
fwk.git -b feature/kcul05

ipbb add git https://gitlab.cern.ch/ttc/legacy ttc.git -b v2.1

ipbb add git https://github.com/ipbus/ipbus-firmware -b v1.5




1\\5 | - PREREQUISITES: THREE THINGS TO NOTE

O

ipbb init my-firmware EMP Framework currently stored on CERN Gitlab for our convenience:
How to manage wider distribution not currently thought through!

cd my-firmware

ipbb add git https://:@gitlab.cern.ch:8443/p2-xware/firmware/emp-
fwk.git -b feature/kcul05

ipbb add git https://gitlab.cern.ch/ttc/legacy ttc.git -b v2.1

ipbb add git https://github.com/ipbus/ipbus-firmware -b v1.5
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1\\5 | - PREREQUISITES: THREE THINGS TO NOTE

ipbb init my-firmware Using CMS legacy trigger and timing tools:
would need changing for a different experiment

cd my-firmware

ipbb add git https://:@gitlab.cern.ch:8443/p2-xware/firmware/emp-
fwk.git -b feature/kcul05

ipbb add git https://gitlab.cern.ch/ttc/legacy ttc.git -b v2.1

ipbb add git https://github.com/ipbus/ipbus-firmware -b v1.5
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1\\5 | - PREREQUISITES: THREE THINGS TO NOTE

1pbb 1nit my-firmware IPbus is on Github:

completely public and independent of EMP
cd my-firmware

ipbb add git https://:@gitlab.cern.ch:8443/p2-xware/firmware/emp-
fwk.git -b feature/kcul05

ipbb add git https://gitlab.cern.ch/ttc/legacy ttc.git -b v2.1

ipbb add git https://github.com/ipbus/ipbus-firmware -b v1.5







ipbb add svn But we are not going to do this:
What would be the fun in that...

ipbb add git




mkdir -p src/my-algo-repo/an-algo/firmware/{cfg,hdl}




Ned

® Don

cp src/emp-fwk/components/payload/firmware/hdl/emp payload.vhd

%

src/my-algo-repo/an-algo/firmware/hdl/




src/my—-algo-repo/an-algo/firmware/cfg/top.dep

src emp payload.vhd

® The IPBB “src” cor



src —-c emp-fwk:components/payload ../ucf/emp simple payload.tcl







®* Finally, we need to target a specific board

1§ 2 - PAYLOAD: STARTING FROM SCRATCH

®* We have already made a large number of board configurations

®* We are using the KCU105 dev board

o Aelelifolsr (T30 include -c emp-fwk:boards/kcul05

Board
HTG K800
MPUltra
VCU118

Serenity KU115 SO1

Serenity KU115 TM1/BM1

Serenity KU15P v1

Serenity KU15P v2

Dependency file command

include -c emp-fwk:boards/k800

include -c emp-fwk:boards/mpultra

include -c emp-fwk:boards/vcul18

include -c emp-fwk:boards/serenity /dc_ku115 dc_ku115_sol.dep
include -c emp-fwk:boards/serenity /dc_ku115 dc_ku115_am1.dep
include -c emp-fwk:boards/serenity /dc_ku15p dc_kul5p_sm1_v1.dep

include -c emp-fwk:boards/serenity /dc_ku15p dc_kul5p_sm1_v2.dep




emp_project_decl




Name Type Meaning

| PAYLOAD_REV std_logic_vector(31 downto 0)  32-bit version number for the algorithm
LHC_BUNCH_COUNT integer Number of bunch crossings in an LHC orbit
LB_ADDR_WIDTH integer Address width for data words in | /O buffers

CLOCK_RATIO integer Ratio of frequency of 1/O channel data clock to LHC clock

(
CLOCK_RATIO_AUX clock_ratio_array_t Ratio of frequency of clocks in clk_payload port (the auxiliary clocks) to LHC clock

{ Ratio of frequency of feedback VCO in MMCM that generates clocks for

CLOCK_COMMON_RATIO integer ports clk_p and clk_payload to the LHC clock

REGION_CONF region_conf_array_t Specifies what components (buffers, formatters, transceivers) will be enabled in each datapath region.



Name Type Meaning

| PAYLOAD_REV std_logic_vector(31 downto 0)  32-bit version number for the algorithm
LHC_BUNCH_COUNT integer Number of bunch crossings in an LHC orbit Recall we used CMS timing infra
LB_ADDR_WIDTH integer Address width for data words in | /O buffers

CLOCK_RATIO integer Ratio of frequency of 1/O channel data clock to LHC clock

(
CLOCK_RATIO_AUX clock_ratio_array_t Ratio of frequency of clocks in clk_payload port (the auxiliary clocks) to LHC clock

{ Ratio of frequency of feedback VCO in MMCM that generates clocks for

CLOCK_COMMON_RATIO integer ports clk_p and clk_payload to the LHC clock

REGION_CONF region_conf_array_t Specifies what components (buffers, formatters, transceivers) will be enabled in each datapath region.



Name Type

Meaning

| PAYLOAD_REV std_logic_vector(31 downto 0)  32-bit version number for the algorithm
LHC_BUNCH_COUNT integer Number of bunch crossings in an LHC orbit
LB_ADDR_WIDTH integer Address width for data words in | /O buffers
CLOCK_RATIO integer Ratio of frequency of 1/O channel data clock to LHC clock

CLOCK_RATIO_AUX clock_ratio_array_t

CLOCK_COMMON_RATIO integer

REGION_CONF region_conf_array_t

Sets the main payload clock as
a multiple of the master clock

Ratio of frequency of clocks in clk_payload port (the auxiliary clocks) to LHC clock

Ratio of frequency of feedback VCO in MMCM that generates clocks for

ports clk_p and clk_payload to the LHC clock

Specifies what components (buffers, formatters, transceivers) will be enabled in each datapath region.




Name Type Meaning

| PAYLOAD_REV std_logic_vector(31 downto 0)  32-bit version number for the algorithm
LHC_BUNCH_COUNT integer Number of bunch crossings in an LHC orbit
LB_ADDR_WIDTH integer Address width for data words in | /O buffers

CLOCK_RATIO integer Ratio of frequency of 1/O channel data clock to LHC clock Addition clocks are available

CLOCK_RATIO_AUX clock_ratio_array_t Ratio of frequency of clocks in clk_payload port (the auxiliary clocks) to LHC clock

{ Ratio of frequency of feedback VCO in MMCM that generates clocks for

CLOCK_COMMON_RATIO integer ports clk_p and clk_payload to the LHC clock

REGION_CONF region_conf_array_t Specifies what components (buffers, formatters, transceivers) will be enabled in each datapath region.



Name
. PAYLOAD_REV
LHC_BUNCH_COUNT

LB_ADDR_WIDTH

CLOCK_RATIO

CLOCK_RATIO_AUX

CLOCK_COMMON_RATIO

Type

std_logic_vector(31 downto 0)
integer

integer

integer

clock_ratio_array_t

integer

Meaning
32-bit version number for the algorithm
Number of bunch crossings in an LHC orbit

Address width for data words in | /O buffers

Ratio of frequency of 1/O channel data clock to LHC clock

“Voodoo” which

instantiates all

Ratio of frequency of clocks in clk_payload port (the auxiliary clocks) to LHC clock the highspeed
links +
infrastructure

Ratio of frequency of feedback VCO in MMCM that generates clocks for
ports clk_p and clk_payload to the LHC clock

REGION_CONF

region_conf_array_t

Specifies what components (buffers, formatters, transceivers) will be enabled in each datapath region.




cp src/emp-fwk/projects/examples/kcul05/firmware/hdl/kcul05 decl full.vhd

src/my-algo-repo/an-algo/firmware/hdl/emp project decl.vhd

®* And, again,

®* To the dep file, add ’rhe' Y src emp project decl.vhd

%



"We will clarify this statement later




"We will clarify this statement later




ipbb proj create vivado my algo my-algo-repo:an-algo -t top.dep
cd proj/my algo

ipbb vivado project



ipbb proj create vivado my algo my-algo-repo:an-algo -t top.dep

cd proj/my algqg

ipbb vivado prg¢ject

[ 5



ipbb proj create vivado my algo my-algo-repo:an-algo -t top.dep
cd proj/my algo

‘ifbb vivado project

[ 5



ipbb vivado synth -j4 impl -3j4

ipbb vivado package

up for

® Else we car vivado my algo/my algo.xpr
®* Which is more useful when we are debugging our work!

® So let’s do that

%
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1\\5 BUILDING

* And hit “yes/ok” to everything
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SIMULATION
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SYMNTHESIS
P Run Synthesis

Open Synthesized Design

IMPLEMEMNTATION

P Run Implementation

Open Implemented Design

» PROGRAM AMD DEBUG
)i Generate Bitstream

Open Hardware Manager

Reports
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1\\5 PROGRAMMING

® Open the hardware
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PROGRAMMING

HARDWARE MANAGER - localhost/fxilink_tcf/Digile
@ No hardware target is open| Open target

Hardware
Q = =
. -

Mame Status
~ | localhost (1) Connected
Bl o xilink_tcf/Digilent/210299A57t Closed

10299A57BD7

HARDWARE MANAGER - localhost/fxilink_tcf/Digilent/210299A57BD7

© There are no debug cores. Program device Refresh device

Hardware
Q T & . o
Mame Status
~ [ localhost (1) Connected
~ [ # ¥ilinx_tcf/Digilent/210299A57F Open
w8 wcku040 0 (1) Programmed

Hardware Device Properties...

Frogram Device...

Werify Device...

Refresh Device
Show Bus Plot...
Add Configuration Memory Device...
Boot from Configuration Memory Device
Tcl Console Program BER Key...
o = Clear BBR Eey...

) INFO: [Labtoo
=) open_hw_targe

Program eFUUSE Registers...

Export to Spreadsheet...




¢ Prograrm Device@chc3wt2

Select a bitstream programming file and download it to your hardware device. You
can optionally select a debug probes file that corresponds to the debug cores '
contained in the bitstream programming file,

Bitstream file: firmware/proj/my_algo/my_algo/my_algo.runsfimpl_1/top.bit|

Debug probes file:

+| Enable end of startup check

Program Cancel

pci reconnect





http://ipbus.web.cern.ch/ipbus/doc/user/html/firmware/ipbb-primer.html

